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About pleias
Pleias is a Paris-based startup that’s on a mission to solve the key AI scalability 
challenges  for sensitive industries — data quality, lack of efficiency, compliance and 
security risks. 

We provide clients with vertical AI solutions at a fraction of traditional AI costs 
thanks to our powerful yet frugal foundation models.

Members of the AI alliance and CurrentAI, we believe in the necessity of open, 
copyright-free and factual data for AI. 

That’s why we’ve released Common Corpus - the largest fully open corpus for 
pre-training: 2 trillion tokens with document-level licensing, provenance and 
language information. 



“We don’t talk about the 
data” - state of LLM 
pretrain
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Training data issues…

Language models come with a large number 
of data issues:

● Largest official source is web archives 
with no possible way to filter out 
problematic (or poisoned?) content at 
scale.

● In practice, big labs seem to routinely 
use shadow libraries and other sources 
of pirated content. This practice is at 
the center of the Meta trial.

● “We don’t talk about the data”: despite 
its centrality in training labs never 
communicate over the datasets.



Mozilla Confidential 

…are deployer liabilities.

In the current legislation, deployers of 
models are fully liable.

● You have no guarantees the model 
won’t output copyrighted content.

● You can’t be completely sure the 
alignment really fit your regulations 
and expected norms (the 
“DeepSeek” problem”)

● You don’t know whether the model 
is really able to process internal 
data which may be widely different 
from the internet data used for 
training: half of crawled archives are 
less than 300 words.
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Tragedy of the commons

While closed labs are protected by 
obfuscation, open research efforts 
have been much more precarious. 
Datasets and models are routinely 
removed and sometimes this even 
leds to trial. 

The issue is especially preeminent 
in Europe due to the absence of 
fair use. Text & data mining 
exception only cover fair use, not 
releasability. Right now, most 
“open everything” LLMs rely on 
HuggingFace being hosted in the 
US.
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Open Pretraining Data

Common Corpus is the largest 
collection of open and releasable 
pretraining data. It’s made of 500 
millions documents (2 trillions 
tokens) all associated to an open 
license. 

Common Corpus is an integral 
part of the Open Trusted Data 
Initiative and aims to embody the 
principles of data attribution.
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Open Pretraining Data

Since its release, Common Corpus 
has been downloaded more than 
700,000 times, which make it one of 
the most popular pretraining dataset 
along with FineWeb and C4.

While we don’t know the full extent of 
reused, its range goes way beyond 
models we pretrained at Pleias and 
include Nvidia (Parakeet), Anthropic 
(Circuit Transformers) Open tooling 
has been further instrumental for the 
training Harvard Initiative and the 
training of Apertus.
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Open Pretraining Data

Common Corpus

The Common Corpus extended universe

Tooling

Multimodal extension

Explai-
nability

LLM Training
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Reality hit

Most people don’t care (even regulators)



Paradigm shift? 
Switching to synthetic 
environments
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Switching to environments

Over the last year, there has been a 
significant shift of paradigm of AI 
training with the development of 
reasoning models and the ascending 
role of synthetic and RL environments, 
to the point it is openly questioned if 
“pretraining as we know it will end”.

Beyond the concerns over the “data 
wall”, web data seems to hit a capability 
ceiling in many areas: vision languages 
models routinely fail to read clocks or 
gauges since most available images are 
product descriptions.



Mozilla Confidential 

Switching to controlled environments

In Frontier labs and, 
increasingly openly 
documented research, 
large pretraining dataset 
are being completed if not 
replaced by synthetic 
environment or synthetic 
playgrounds. A primary 
motivation has been 
increasing data efficiency 
and focus training on the 
acquisition of targeted 
skills.

“We design synthetic tasks to systematically evaluate specific capabilities of 
language model architectures under controlled conditions, minimizing confounds 
and enabling clean comparisons” (Physics of Language Model, 4.1)

“Future pipelines may need to unify pre-/mid-/post-training: injecting reasoning 
data earlier and more continuously.” (Physics of Language Model, 4.2)
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Switching to environments

Environments were initially 
pioneered in Math, as synthetic 
data generation can be 
controlled by formal checks or 
logical compilers. This requires 
the existence of a dynamic OSS 
ecosystem for formalization: 
this is the case in Math with Lean 
or Coq, but not in many other 
domains (physics, linguistics, 
even poetry). The lack of 
centralized open formulas 
comparable to Mathematica 
(Wikifunctions?) is a significant 
hurdle

As soon as 2020 (!) GPT-F from OpenAI is an early math prover 
exclusively trained on synthetic data with formal checks.
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Switching to environments

Meta’s Code World Model likely relied on a large amount of well documented 
open source code to build up emulated programming environments.

Code is currently the main 
use case.  Straight 
execution of code in 
controlled settings 
(dockers) with emulated 
data allow to uncover all 
kinds of poorly 
documented issues and 
features. Basically 
translating lived 
experiences into text that 
were lacking in training 
until now.
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Switching to environments

Prior to SYNTH the few 
openly documented 
synthetic environments, 
show actually an increasing 
needs for highly 
documented datasets in the 
open: since data can be 
indefinitely amplified, scale 
becomes less relevant than 
data quality, interconnection 
and extensive 
documentation. All things 
can that cannot happen with 
shadow datasets

Ali Baba Deep Research environment, WebSailor is based on 
the core of Semantic Web: Wikidata.
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A shift in model design

Code and search were the 
first areas where we see a 
new wave of specialized 
agentic models, but won’t be 
the only ones. As models are 
built as “effective agents” 
able to control their own 
workflow they re-integrate 
many features of 
deployment and become 
their own product.
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A shift in model design

If the model is a product, can training data 
become a commodity?



Building synthetic 
environment in the 
open.
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Synth is open by default?

While copyrighted pretraining data cannot be 
released publicly, the situation with synthetic 
data is very different:

● Copyright protects original expression and 
with well conceived original pipelines, 
content would be public domain by default 
(no author)

● Open datasets can be highly qualitative and 
extensively documented but to small. 
Synthetic allows for indefinite data 
expansion and make pretraining on small 
sources viable.

● Synthetic data generation allow to work on 
sensitive data by simulating personas and 
realistic documents
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New incentives for openness

Beyond reducing liabilities for 
opennes, the synthetic turn also create 
new impetus for collaborations: 
specialized environments require 
specialized inputs as well as highly 
connected interoperable data to feed 
simulations.

Following on the examples set by 
Chinese labs like DeepSeek, even US 
industry leaders start open sourcing 
standards and intermediary artifacts 
like MCP.
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Making environments open: SYNTH

Over the last few months, we 
have been working on a 
generalist synthetic pipeline 
to train more efficient small 
language models, thanks to 
the availability of high quality 
of open datasets and to the 
release of fully open weight 
models without restriction 
for data reuse
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Amplifying high quality open data

Seeding is not just relevant for grounding 
synthetic data: it allows to indefinitely 
expand the original training sources so 
that they get better memorized in the final 
model. This process is called upsampled 
rephrasing. 

For this we reused parts of our synthetic 
RAG pipelines: texts are backtranslated 
into queries, and then matched with more 
texts to create more knowledge 
connections.

Our nearly unique source of knowledge: the 50,000 articles in 
Wikipedia:Vital Articles.
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An engineering challenge

For SYNTH we generated 
about 100 billion tokens. 
While data efficiency meant 
we did not have to run 
inference at pretraining scale 
we had to make some key 
design choices to fit the 
project into our current 
compute plan: wide numbers 
of short slurm jobs (better for 
allocation/debugging if 
failure) and distillation of 
synth methods with smaller 
finetuned models.

About half of synthetic data was generated in… three days. Due to an 
accidental data loss we had to recreate the entire set from scratch and the 
memorisation part 
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Setting a data-efficient state of the art

The first SYNTH models: a SOTA reasoning model in the 300M range and an entirely 
new category of “smallest viable model”.
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Setting a data-efficient state of the art

In contrast with classic pre-training datasets, reasoning signals appear very early in 
training. With less than 10B tokens, Baguettotron was non-random on MMLU.
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Although SYNTH was 
released less than one 
month ago, research 
community it has already 
led to a wide number of 
research experiments in 
the open community 
and essentially blurred 
the distinction between 
pre-/post- training 
research.

Toward a new ecosystem of model training
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Since SYNTH was also 
highly data efficient on 
the input side, we are 
now replicating the 
methods in specialized 
regulated sectors with 
rich yet limited or even 
restricted data sources: 
healthcare, 
transportation, 
insurance, education…

Toward a new ecosystem of model training



Conclusion


